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Abstract 

The integration of artificial intelligence (AI) in drug discovery offers promising opportunities to streamline 
and enhance the traditional drug development process. One core challenge in de novo molecular design is modeling 
complex structure-activity relationships (SAR), such as activity cliffs, where minor molecular changes yield significant 
shifts in biological activity. In response to the limitations of current models in capturing these critical discontinuities, 
we propose the Activity Cliff-Aware Reinforcement Learning (ACARL) framework. ACARL leverages a novel activity cliff 
index to identify and amplify activity cliff compounds, uniquely incorporating them into the reinforcement learning 
(RL) process through a tailored contrastive loss. This RL framework is designed to focus model optimization on high-
impact regions within the SAR landscape, improving the generation of molecules with targeted properties. Experi-
mental evaluations across multiple protein targets demonstrate ACARL’s superior performance in generating high-
affinity molecules compared to existing state-of-the-art algorithms. These findings indicate that ACARL effectively 
integrates SAR principles into the RL-based drug design pipeline, offering a robust approach for de novo molecular 
design

Scientific contribution  Our work introduces a machine learning-based drug design framework that explicitly mod-
els activity cliffs, a first in AI-driven molecular design. ACARL’s primary technical contributions include the formulation 
of an activity cliff index to detect these critical points, and a contrastive RL loss function that dynamically enhances 
the generation of activity cliff compounds, optimizing the model for high-impact SAR regions. This approach dem-
onstrates the efficacy of combining domain knowledge with machine learning advances, significantly expanding 
the scope and reliability of AI in drug discovery.
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Introduction
The application of artificial intelligence (AI) in drug dis-
covery has generated considerable enthusiasm for its 
potential to accelerate the traditionally lengthy and costly 
process of identifying effective drug molecules [1, 2]. 
De novo molecular design, where novel compounds are 

computationally generated to meet specific biological 
properties, is a particularly challenging domain within 
drug discovery due to its reliance on dealing with intri-
cate structure-activity relationships (SAR) [3–6]. Despite 
recent progress, many AI-driven molecular design algo-
rithms struggle to account for a crucial pharmacological 
phenomenon known as the activity cliff-a scenario where 
minor structural changes in a molecule lead to signifi-
cant, often abrupt shifts in biological activity [7] (Fig. 1). 
Activity cliffs hold substantial value in medicinal chem-
istry, as understanding these discontinuities in SAR can 
guide the design of molecules with enhanced efficacy 
[8]. However, conventional molecular generation models 
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largely overlook this phenomenon, treating activity cliff 
compounds as statistical outliers rather than leveraging 
them as informative examples within the design process.

To address this gap, we introduce Activity Cliff-Aware 
Reinforcement Learning (ACARL), a novel framework 
specifically designed to incorporate activity cliffs into the 
de novo drug design process. ACARL enhances AI-driven 
molecular design by embedding domain-specific SAR 
insights directly within the reinforcement learning (RL) 
paradigm, targeting high-impact regions in molecular 
space for optimized drug candidate generation. The core 
innovations of ACARL lie in two key contributions:

• Activity Cliff Index (ACI): We propose a quantitative 
metric for detecting activity cliffs within molecular 
datasets. The ACI captures the intensity of SAR dis-
continuities by comparing structural similarity with 
differences in biological activity, enabling the model 
to systematically identify compounds that exhibit 
activity cliff behavior. This metric provides a novel 
tool to measure and incorporate discontinuities in 
SAR, bridging a longstanding gap in de novo molecu-
lar design.

• Contrastive Loss in RL: ACARL introduces a con-
trastive loss function within the RL framework that 
actively prioritizes learning from activity cliff com-
pounds. By emphasizing molecules with substantial 
SAR discontinuities, the contrastive loss shifts the 
model’s focus toward regions of high pharmacologi-
cal significance. This unique approach contrasts with 
traditional RL methods, which often equally weigh all 
samples, and enhances ACARL’s ability to generate 
molecules that align with complex SAR patterns seen 
in real-world drug targets.

To validate ACARL, we conducted comprehensive exper-
iments targeting three biologically relevant proteins, 
demonstrating that our method surpasses current state-
of-the-art algorithms in generating molecules with both 
high binding affinity and diverse structures. The experi-
mental outcomes underscore the practical potential of 
ACARL in drug discovery, showcasing its ability to model 
SAR complexity in molecular generation more effectively 
than baseline approaches.

By addressing the limitations of existing de novo drug 
design frameworks, ACARL exemplifies a new approach 
in AI for drug discovery, where the integration of SAR-
specific insights allows for more targeted and effective 
molecular design.

Related works
Activity cliffs in drug discovery
A quantitative depiction of activity cliffs involves two 
aspects: molecular similarity and activity. Two common 
criteria for molecular similarity are utilized; one is com-
puted by Tanimoto similarity between molecular struc-
ture descriptors [10], and the other employs matched 
molecular pairs (MMPs) [11], defined as two compounds 
differing only at a single site (substructure). The biologi-
cal activity of a molecule, also known as potency, is typi-
cally measured by the inhibitory constant ( Ki ) [12]. The 
ChEMBL database [13] contains millions of such activi-
ties, each of which records the binding affinity of a mol-
ecule against a protein target. Moreover, the relationship 
between the binding free energy �G obtained from dock-
ing software [14] and Ki is:

(1)Docking score : �G = RT lnKi,

Fig. 1 Two examples of pairs of activity cliff compounds in the activity dataset on the 5HT1B target [9]. They illustrate that minor differences 
in molecular structure may result in orders-of-magnitude variations in biological activity, a phenomenon of particular interest in the field 
of pharmaceutical research
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where R is the universal gas constant (1.987 cal· K−1· 
mol−1 ), and T is the temperature (298.15 K). A lower Ki 
indicates a higher activity, as does the docking score.

The application of machine learning (ML) techniques in 
drug discovery poses significant challenges due to activity 
cliffs. In recent years, a multitude of quantitative structure-
activity relationship (QSAR) models have been proposed 
to predict the bioactivity of molecules, yet they often make 
mistakes when applied to activity cliff compounds. Research 
has shown that the prediction performance of descriptor-
based, graph-based, and sequence-based ML methods 
significantly deteriorates when dealing with activity cliff 
molecules [15]. Similarly, studies indicate that ML mod-
els tend to generate analogous predictions for structurally 
similar molecules, which is accurate for most cases but fails 
when predicting the potency of activity cliff compounds due 
to their statistical underrepresentation [16]. Further evi-
dence suggests that neither enlarging the training set size 
nor increasing model complexity improves predictive accu-
racy for these challenging compounds [17]. Additionally, 
experimental findings indicate that existing QSAR models 
exhibit low sensitivity toward activity cliffs [18]. Moreo-
ver, experimental evidence provided by [18] suggests that 
existing QSAR models demonstrate low sensitivity towards 
activity cliffs. In conclusion, current ML techniques encoun-
ter difficulties when addressing the discontinuity in SAR.

Although activity cliffs have received attention in 
molecular property prediction, no efforts have been 
made thus far to consider this pivotal pharmacological 
problem in machine learning algorithms for drug design. 
Moreover, current prevalent benchmarks and oracles 
(i.e., scoring functions) for drug design fail to accurately 
emulate the objectives of real-world drug design. Their 
most frequent flaw is a lack of discontinuity in their scor-
ing functions, that is, activity cliffs. For instance, this 
defect is evident in goal-directed molecular design tasks 
in the GuacaMol benchmark [19], as well as frequently 
utilized oracles such as LogP, DRD2 [20], JNK3, and 
GSK3β [21]. This obstructs the evolution of practically 
meaningful drug design algorithms. In contrast, struc-
ture-based docking software has been proven to reflect 
activity cliffs authentically [22, 23], leading to calls for 
the use of docking in the evaluation of drug design algo-
rithms, as opposed to simpler scoring functions [24, 25].

Machine learning based drug design
Various advanced machine learning models and algo-
rithms have been employed in drug design, includ-
ing variational autoencoders (VAE) [26, 27], generative 
adversarial networks (GAN) [28], flow models [29], dif-
fusion models [30], autoregressive models [31], genetic 
algorithm (GA) [32, 33], Bayesian optimization [34], 

active learning [35], and reinforcement learning (RL). 
Notably, methods utilizing RL and recurrent neural net-
works (RNN) to generate 1D SMILES (simplified molec-
ular input line entry system) [36] strings are considered 
to exhibit the highest competitive edge [37].

RL-based methods for drug design Reinforcement 
learning is a machine learning paradigm that enables an 
agent to learn policies by interacting with its environ-
ment, thereby maximizing cumulative rewards. It is well-
suited for the task of de novo drug design, which often 
lacks labeled data. Specifically, molecular scoring func-
tions are considered as the environment providing feed-
back. 1D RL-based methods are typically used to train 
autoregressive generative models, guiding them toward 
generating molecules with high property scores [20, 
38–40]. On the other hand, 2D methods treat the addi-
tion or modification of atoms, bonds, and rings as RL 
actions, facilitating the generation of satisfactory molecu-
lar graphs [41–43].

Language modeling for drug design Transformer mod-
els have recently made disruptive progress in the field 
of NLP, with the success of generative language models 
raising expectations for its application in other areas. In 
particular, transformer-based language models trained 
on chemical languages (primarily utilizing SMILES nota-
tion) have demonstrated potential in drug design tasks 
[44–47].

Methodology
In this section, we provide a comprehensive explanation 
of the ACARL algorithm that we have developed. We 
begin by mathematically delineating the de novo drug 
design problem. Subsequently, we introduce the notion 
of an activity cliff index, which enables the identifica-
tion of activity cliff compounds, and then present an RL 
framework built upon a transformer decoder for molecu-
lar generation. We leverage the weighed loss to augment 
them during the RL fine-tuning process.

Problem definition
The drug-like chemical space, denoted as S , is extremely 
vast, containing approximately 1033 synthesizable molec-
ular structures [48].

A molecular scoring function f maps a molecule x ∈ S 
to a real value:

and this value represents a type of physical, chemical, 
or biological property of the molecule. For example, the 
docking score of a compound represents its binding affin-
ity against a certain target. Typically, it is impracticable to 
express f via algebraic formulations.

(2)f : S → R,
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De novo drug design can be formulated using a combi-
natorial optimization (CO) problem, where the primary 
objective entails the discovery of molecular structures 
that maximize (or minimize) the scoring function f, i.e.

Identification of activity cliff compounds
Evidence of activity cliffs The distribution of biologi-
cal activity differences vs. pair-wise Tanimoto distances 
of molecular pairs is depicted in Fig. 2, where biological 
activities are quantified using pKi = log10 Ki.1 The red 
points indicate pairs of activity cliff molecules, and the 
blue line marks the activity cliff index boundary. We can 
observe that although molecules with small molecular 
distances typically display similar biological activities, 
there is also a negligible proportion of exceptions above 
the blue line, known as activity cliffs.

To effectively harness the activity cliffs, it is impera-
tive to establish a quantitative approach for their identi-
fication. To measure the “smoothness” of the function f 
[49] defined on the discrete set S, we intuitively define an 
activity cliff index (ACI):

where dT is the Tanimoto distance between the ECFPs 
of pairs of molecules. It is worth mentioning that ACI 
is a generalized form of the structure-activity landscape 
index (SALI) [50]. While SALI is specifically defined 
for activity values such as Ki , ACI extends this concept 

(3)arg max
x∈S

f (x) or arg min
x∈S

f (x).

(4)ACI(x, y; f ) :=
|f (x)− f (y)|

dT (x, y)
, x, y ∈ S ,

to measure any molecular property, including the dock-
ing score, which is the primary focus of this study. This 
generalization makes ACI more versatile for evaluating 
molecular properties beyond activity values.

Additionally, an alternative activity cliff criteria of 
MMP is not chosen for two primary reasons. First, MMP 
relies on a self-defined set of substructure replacements, 
which lacks general applicability. Second, it represents a 
binary variable, making it impossible to set a threshold 
within the algorithm.

Based on ACI, a pair of molecules is considered as an 
activity cliff if it satisfies two conditions: 1) the absolute 
value of the difference in property scores exceeds a cer-
tain threshold α1 ; 2) the ACI surpasses a predetermined 
threshold α2 , as mathematically expressed in Eq. 8.

An RL framework with contrastive Loss for Drug Design
Following the paradigm of “pre-training + fine-tuning”, 
ACARL designs drug candidates based on SMILES 
sequences, where reinforcement learning techniques are 
employed to iteratively fine-tune the pre-trained trans-
former model, steering it towards generating compounds 
with desired properties. The pre-trained model can sam-
ple molecules approximately uniformly over the known 
drug space, and we fine-tune it to generate molecular 
sequences with higher property scores2 measured by f.

Specifically, in the RL framework, we follow the policy 
gradient loss function to update the model [20], which 
has been proven competitive in various molecular gen-
eration scenarios [51, 52]. It penalizes the square error 
between the log-likelihood of generating a molecule 
x ∈ S and its reward R(x) via the policy gradient algo-
rithm [53].

Fig. 2 The relationship between biological activity differences and molecular distances. Each data point corresponds to a pair of molecules 
from the 5HT1B target activity dataset. It is evident that although molecules with small molecular distances generally exhibit similar biological 
activities, there also exists a considerable part of counterexamples above the blue lines, i.e., activity cliffs

1 The boundary α1 = 1 and α2 = 6.67 are chosen from [9].
2 Without loss of generality, we presume that higher scores correspond to 
superior properties.
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in which π(x; ·) represents the likelihood of sequence x 
being autoregressively generated by a language model, θ 
refers to the parameters of the RL agent, and θpretrain sig-
nifies the pre-trained parameters. The reward function R 
is composed of two components: one is the log-likelihood 
of sequence x generated by the pre-trained model, ensur-
ing the agent retains its fundamental knowledge about S; 
the other is the scoring function f that rewards the agent 
for sampling molecules with superior properties, where σ 
is a hyper-parameter.

Contrastive loss At the k-th RL optimization step, the 
agent generates a batch of n molecules {x(k)1 , x

(k)
2 , ..., x

(k)
n } 

for loss computation and model updating. Our objective 
is to optimize the log-probability distribution log π(x; θ) 
to be close to the reward distribution R(x), where x ∈ S . 
A traditional loss function is equally weighted across 
samples in the current step:

Motivated by the imbalanced sample importance, bal-
ancing the loss function [54] and prioritized experience 
replay [55] have drawn great attention in recent years, 
which particularly apply to our scenario since we mainly 
focus on certain regions in the SAR. Moreover, in de novo 
drug design, the limited data accentuates the significance 
of sample efficiency. Therefore, we propose to utilize a 
contrastive RL loss with previous samples:

(5)
L(x; θ) = [R(x)− log π(x; θ)]2

= [log π(x; θpretrain)+ σ · f (x)

− log π(x; θ)]2,

(6)L(θ(k)) =
1

n

n∑

i=1

L(x
(k)
i ; θ(k)).

where wij ≥ 0 represents the weight coefficient of the i-
th molecule sampled in the j-th step. This loss function 
serves as the basis for the augmentation of certain sam-
ples in the RL process.

All molecules generated during the RL process (m steps) 
are recorded in Mall = {x

(k)
i : i = 1, ..., n; k = 1, ...,m} , 

which also serves as the output of the algorithm. They 
will be used to facilitate subsequent pharmaceutical 
research and development endeavours.

Augmenting activity cliffs in drug design
Based on the definition of the activity cliff compounds in 
section  3.2 and the RL framework with contrastive loss 
introduced in section 3.3, we will introduce how to incor-
porate these identified activity cliffs into the RL fine-tun-
ing process.

Insights from medicinal chemistry In real-world drug 
design, activity cliffs often encompass crucial informa-
tion about the SAR, and analysis of them indeed highly 
benefits drug discovery [56]. For instance, a type of PRO-
TAC with high in vivo antitumor efficacy is discovered by 
the subtle modification of just one atom, which dramati-
cally affects the degradation activities [57]. This indicates 
a promising lead for developing new chemotherapies tar-
geting KRAS mutants.

Limitation of current models As investigated in Fig.  3, 
the blue line signifies a trend that molecule pairs with 
lesser Tanimoto distances are generated by the transformer 
model with smaller absolute differences in log-likelihood. 

(7)

Lw(θ
(k)) =

1
∑n

i=1

∑k
j=1 wij

n∑

i=1

k∑

j=1

wijL(x
(j)
i ; θ(k)),

Fig. 3 The relationship between molecules’ log-likelihood differences sampled from current language models and molecular distances. Each data 
point corresponds to a molecule pair from the 5HT1B target activity dataset. The result indicates that the chemical language model tends to assign 
similar generation probability to similar molecules, regardless of whether the pair is an activity cliff or not
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Notably, we can find that the likelihood of similar mole-
cules from the transformer model is always similar, regard-
less of whether the pair is an activity cliff or not. Such 
continuity is naturally expected for typical deep networks 
that satisfy Lipschitz continuity conditions [49]. When 
considering the loss function in Eq. 5, it is possible for the 
property scores of two activity cliff compounds to differ 
significantly, but the generation probabilities may be rela-
tively closer due to the constraints of Lipschitz conditions. 
This presents a challenge in fitting both molecules concur-
rently. Without special attention, the network is likely to 
regard activity cliffs as outliers.

Algorithm 1 ACARL

ACARL algorithm As illustrated in Algorithm 1, we pro-
pose the algorithm ACARL intended to augment activity 
cliff compounds in the RL framework by assigning higher 
weights to them. Two memories for molecules are con-
structed: Mall records all molecules sampled during the RL 
process sorted by property scores, and MAC documents 
molecules that are identified as activity cliffs. At each RL 
step, all sampled molecules and their scores are updated 
into Mall , and those that meet the following criteria are 
updated into MAC:

where I is the indicator function. The identification of 
activity cliffs is performed by comparing each newly gen-
erated molecule with all molecules in Mall . This remains 
computationally feasible because fewer than 5% of 
molecular pairs require Tanimoto similarity calculations 
after filtering based on the absolute difference between 
property scores. Furthermore, over 105 molecular pair-
wise distances can be computed per second, ensuring the 
efficiency of the ACARL framework.

The weights in the loss Lw(θ(k)) are determined by:

(8)I(|f (x)− f (y)| > α1) · I(ACI(x, y; f ) > α2),

where t, s1 and s2 denote integer hyper-parameters, 
Bern(p) refers to a Bernoulli variable with the success rate 
p, and topt(Mall) contains the top-t highest-scoring mol-
ecules in Mall . In this way, we augment the high-scor-
ing compounds as well as activity cliff molecules. Here, 
we choose to augment all the high-scoring compounds 
instead of only molecules on the higher-scoring side of 

activity cliffs under the belief that for the sparsely distrib-
uted high-scoring molecules, there is likely to be poten-
tial activity cliffs near them that are not sampled.

Implementation
Molecule scoring To normalize different scoring func-
tions for facilitating the application of a uniform algo-
rithm to various drug design objectives and to mitigate 
the interference caused by invalid strings, we stipulate 
that the f used in the RL framework maps the molecu-
lar properties onto the range of [0,  1], with a higher 
score indicating superior properties. For invalid samples, 
the value taken by f is −1 . For many scoring functions, 
including docking, it is necessary to devise transforma-
tions to convert the original scores of the molecules to fit 
within the [0, 1] range.

Transformer pre-trained on ChEMBL We train an 
autoregressive generative pre-trained transformer (GPT) 
decoder model from scratch for the purpose of gener-
ating chemical molecules. Following [44], our model 
employs a miniature version of the GPT-2 architecture 
[58], containing approximately 6.4M parameters and 
capable of producing sequences composed of up to 128 

(9)
wij = I(j = k)+ Bern(

s1

t
) · I(x

(j)
i ∈ topt(Mall))

+ Bern(
s2

|MAC |
) · I(x

(j)
i ∈ MAC),
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tokens. The ChEMBL dataset [13], comprised of roughly 
two million small molecule drugs in the form of SMILES 
strings, is utilized. After filtering out structures contain-
ing ions and excessively lengthy sequences, we employ 
unsupervised learning to train the transformer model, 
resulting in over 98% of the generated SMILES strings 
corresponding to valid molecules. This pre-trained 
model serves to initialize the RL agent with an identical 
architecture, and concurrently, it anchors the fine-tuned 
policy to the pre-trained one by the loss function.

Experiments
Experimental setup
Many in silico oracles and benchmarks mimicking drug 
discovery objectives are impractical in real-world drug 
discovery, especially since they do not exhibit the activity 
cliff phenomenon [23, 25]. Therefore, we choose molecu-
lar docking as the scoring function in de novo drug design 
against protein targets. Specifically, Quick Vina 2 [59] 
is employed to perform docking calculations, which is 
a commonly used docking software with high efficiency 
and accuracy.

Targets We choose three protein targets of high phar-
maceutical value following [25] to design small molecule 
drug candidates against each of them: 

(1) 5HT1B [60]: 5-hydroxytryptamine receptor 1B, 
which is associated with several neurological dis-
orders, including depression, anxiety, aggressive 
behavior, and substance abuse.

(2) 5HT2B [61]: 5-hydroxytryptamine receptor 2B, 
which is often of concern in the treatment of heart 
valve disease and psychiatric disorders.

(3) ACM2 [62]: muscarinic acetylcholine receptor M2, 
which plays a significant role in the regulation of 
the heart rate and smooth muscle function.

Baselines We compare our algorithm with eight state-
of-the-art baselines on molecular design: Reinvent [20], 
JT-VAE [26], GCPN [41], Reinvent 2.0 [63], MARS [64], 
GFlowNet [29], and LIMO [65]. For all the baselines, we 
adopt the default settings provided in their official code-
bases. Additionally, we report the corresponding results 
of the ChEMBL database [13, 25].

Ablation studies In addition to the default configura-
tion of ACARL, we also conduct experiments on its four 
variants: (1) RL-base, the RL baseline without the con-
trastive loss; (2) ACARL-rand, a variant which randomly 
replay the same number of samples as the default setting 
from Mall ; (3) ACARL-high, another variant in which 
only higher-scoring molecules from MAC are sampled 
and augmented; (4) ACARL-low, the final variant where 

solely lower-scoring molecules from MAC are sampled 
and augmented.

Metrics To quantitatively assess the performance of 
each approach on each of the three targets, we report the 
best (Top-1) docking score (kcal/mol) and the average of 
the 100 best docking scores (Top-100) in each generated 
set of molecules. In addition, we also report the internal 
diversity (IntDiv) [66] of the “top-100” molecules.

Molecular design with high biological activities
Docking scores typically present as negative values, with 
lower numbers corresponding to better biological activ-
ity. To normalize them, we utilize the following transfor-
mation function:

where βu and βl respectively represent the upper and 
lower bounds of typical docking score values. They are 
set to -8 and -12 kcal/mol, respectively. The term � rep-
resents a hyper-parameter which is fixed at 0.25 in our 
study.

For each target, ACARL is executed for a total of 1,000 
RL steps with a batch size set at 128. The hyper-param-
eters are: α1 = 0.5,α2 = 2, t = 100, s1 = 20, s2 = 20 , in 
which α1 and α2 are selected based on the boundaries in 
Fig. 2 and Eq. (1), and the performance is not sensitive to 
the values of t, s1, and s2 , as shown in the supplementary 
material. The running process for each target takes less 
than 50  h on a single NVIDIA A100 GPU and 64 CPU 
cores.

Table 1 presents a comprehensive display of the numer-
ical results of our experiments. The outcomes indicate 
that ACARL surpasses all the existing state-of-the-art 
baselines in the three docking-based de novo drug design 
tasks, particularly represented by the best Top-1 and 
Top-100 mean docking scores, with maintaining a com-
parable diversity level.

Furthermore, ACARL outperforms its four variants, of 
which the first and second ones indicate that activity cliff 
molecules are indeed more important for drug design 
than ordinary molecules. The third and fourth variants 
suggest that compounds from both higher-scoring and 
lower-scoring sides of the activity cliffs are beneficial for 
drug design.

Figure  4 illustrates the change curves of the num-
ber of activity cliffs detected and the batch-wise mean 
score during the operation of ACARL. The results sug-
gest that prior to the identification of any activity cliffs, 
the model’s enhancement progresses relatively slowly. 
While following the utilization of activity cliffs, there is a 
rapid increase in the mean score of sampled compounds, 

(10)

fd(x) =
1

1+ 10�·[Dock(x)−(βu+βl)/2]/(βh−βl)
∈ [0, 1],
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which gradually approaches 1. This may reveal the reason 
for the better performance of ACARL.

Figure  5 gives an example of an activity cliff pair of 
compounds identified by ACARL. After the RL pro-
cess, the difference in their generation log-likelihood of 
the agent is 162.45, which is large enough to distinguish 
them. However, that of the pre-trained transformer 
model is only 31.37. This is strong evidence that the 
model is indeed better at characterizing activity cliffs by 
our augmentation.

Molecular design with multi‑property objectives
In real-world drug discovery, in addition to the bio-
logical activity of molecules, there are other properties 

related to downstream development that should be 
considered. Here we combine docking with two other 
commonly used oracles, QED (quantitative estimate of 
drug-likeness) [67] and SA (synthetic accessibility) [68], 
to establish multi-property objectives (MPO) for molecu-
lar design. QED ( ↑ ) ranges in [0, 1], and SA ( ↓ ) ranges in 
[1, 10].

Our objective is to obtain drug candidates with desir-
able scores for all three properties. Therefore, we employ 
a linear combination of normalized oracles as the scoring 
function:

(11)fMPO(x) = v1 · fd(x)+ v2 ·QED(x)+ v3 ·
10− SA(x)

9
,

Table 1 Experimental results of designing molecules with high biological activities. The IntDiv represents the internal diversity of the 
Top-100 molecules. Each value is the median of the results run under five different seeds except the Dataset

5HT1B 5HT2B ACM2

Top‑1
(↓)

Top‑100
(↓)

IntDiv
(↑)

Top‑1
(↓)

Top‑100
(↓)

IntDiv
(↑)

Top‑1
(↓)

Top‑100
(↓)

IntDiv
(↑)

Dataset − 14.4 − 11.3 0.819 −14.7 − 10.9 0.782 − 12.7 − 10.9 0.808

Reinvent − 12.2 − 10.5 0.676 − 12.0 − 10.1 0.661 − 13.5 − 11.8 0.592

JT-VAE − 8.5 − 6.7 0.862 − 8.8 − 6.5 0.850 − 9.4 −  6.8 0.823

GCPN − 13.0 − 11.1 0.655 − 12.8 − 10.7 0.643 − 14.8 − 12.0 0.587

Reinvent 2.0 − 12.1 − 10.2 0.708 − 12.3 − 10.3 0.692 − 13.4 − 11.6 0.641

MARS − 14.6 − 12.5 0.532 − 14.1 − 11.9 0.547 − 15.2 − 12.8 0.519

GFlowNet − 10.8 − 8.4 0.770 − 10.7 − 8.4 0.754 − 12.2 −  9.7 0.698

LIMO − 15.2 − 11.9 0.591 − 14.7 − 11.5 0.618 − 15.9 − 14.3 0.502

RL-base − 13.4 − 11.6 0.625 − 13.3 − 11.1 0.620 − 14.6 − 13.3 0.551

ACARL-rand − 13.4 − 11.4 0.633 − 13.2 − 11.0 0.619 − 14.7 − 13.3 0.540

ACARL-high − 14.9 − 12.8 0.582 − 14.6 − 11.7 0.597 − 16.4 − 14.0 0.515

ACARL-low − 13.5 − 11.7 0.601 − 13.7 − 11.5 0.624 − 14.9 − 13.2 0.536

ACARL − 15.6 − 13.0 0.563 − 15.0 − 12.2 0.589 − 17.0 − 14.6 0.525

Fig. 4 The curves of the number of identified activity cliffs and the mean score of each batch of molecules during the RL process of ACARL (on 
the 5HT1B target)
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where v1 + v2 + v3 = 1 . Here we set 
(v1, v2, v3) = (0.6, 0.2, 0.2) since the docking score is more 
crucial. For ACARL, we adopt the same hyper-parameter 
settings as in the previous section, except α1 = 0.4 and 
α2 = 1.6.

The molecule with the highest combined score gener-
ated by ACARL against each of the three targets is visual-
ized in Fig. 6. The candidates have desirable docking and 
SA scores, with simple structures that bind well with the 
target pockets. The QED values are not particularly high, 
indicating that potential drugs of these three targets may 
not closely resemble existing drug molecules.

Admittedly, there is potential for refinement in the 
design of the combined scoring function. However, this 
MPO experiment primarily serves to demonstrate the 
flexibility of our algorithm in aligning with design objec-
tives. This characteristic facilitates its convenient appli-
cation in real-world drug design scenarios. Specifically, 
it allows medicinal chemists to cater to their unique 
requirements directly through the combination of scor-
ing functions.

Conclusion and discussion
This paper presents Activity Cliff-Aware Reinforcement 
Learning (ACARL), a novel framework for de novo drug 
design that directly incorporates activity cliffs-a criti-
cal aspect of the structure-activity relationship (SAR)-
into the molecular generation process. By leveraging 
an activity cliff index (ACI) and a contrastive rein-
forcement learning framework, ACARL addresses key 
limitations in existing drug design algorithms, which 
often overlook the discontinuities in SAR represented 
by activity cliffs. Experimental results demonstrate 
that ACARL generates diverse molecules with superior 
binding affinities, surpassing state-of-the-art baselines 
on three biologically relevant protein targets. These 
findings underscore ACARL’s effectiveness in aligning 
AI-driven molecular design with practical pharmaco-
logical objectives.

The incorporation of activity cliffs into molecular 
design has significant implications for drug discovery, 
where capturing SAR discontinuities can lead to more 
potent and selective compounds. ACARL’s focus on 
activity cliffs offers a pathway for generating molecules 
with high pharmacological relevance, particularly ben-
eficial in early-stage discovery where identifying lead 
compounds with strong target affinity and diverse 
structures is critical. By embedding SAR-specific 
knowledge directly into the RL process, ACARL sets a 
new benchmark for integrating domain insights within 
machine learning frameworks, enhancing both the effi-
ciency and robustness of molecular design.

Despite its advantages, ACARL has certain limi-
tations that warrant further investigation. First, the 
evaluation is strongly reliant on docking, which, while 
capable of simulating activity cliff phenomena, still 
exhibits discrepancies with in vivo compound behavior. 
The development of improved in silico design objec-
tives is needed, and we will pursue wet-lab experiments 

Fig. 5 An example of an activity cliff pair of compounds identified 
by ACARL during designing drug candidates against the 5HT1B 
target. The difference in their generation log-likelihood 
by the transformer agent significantly increases through ACARL

Fig. 6 The molecule with the best combined score against each of the three targets generated by ACARL. The (Docking, QED, SA) scores of them 
are: 5HT1B: ( −13.3, 0.200, 2.312); 5HT2B: ( −12.1, 0.201, 2.087), ACM2: ( −12.9, 0.258, 1.980)
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if conditions permit. Second, ACARL focuses on activ-
ity cliffs, yet this concept remains poorly defined, lack-
ing a clear mechanistic understanding. Integrating 
more inherent knowledge about activity cliffs could 
refine the approach and improve interpretability. Lastly, 
while ACARL marks a substantial advancement, fur-
ther exploration is necessary. Enhancing the algorithm’s 
understanding of activity cliffs may benefit from incor-
porating specific structural information related to these 
cliffs. However, such an approach would require signifi-
cant innovation in model architecture. We aspire to a 
future where AI can accurately model and comprehend 
complex SAR, potentially ushering in a new era of drug 
discovery and development.

In conclusion, ACARL represents a robust frame-
work that bridges AI-driven molecular generation with 
domain-specific SAR insights. By focusing on critical 
pharmacological features such as activity cliffs, it dem-
onstrates a practical and scalable approach to drug dis-
covery. We encourage further research that combines 
scientific principles with machine learning advance-
ments to continue enhancing the capabilities and appli-
cations of AI in drug design.
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